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Cloud Computing is new emerging cost cutting service accessed via internet. It has become 

popular to provide various services to user such as multi-media sharing, on-line office 

software, game and on-line storage. It aims to share data, calculations, and service 

transparently over a scalable network of nodes. Since Cloud computing stores the data and 

disseminated resources in the open environment, the amount of data storage increases 

quickly. Therefore storage, load balancing is an important key issue in cloud computing. It 

would consume a lot of cost to maintain load information, since the system is too huge to 

timely disperse load. Load balancing is one of the main challenges in cloud computing which 

is required to distribute the dynamic workload across multiple nodes to ensure that no single 

node is overwhelmed. It helps in optimal utilization of resources and hence in improving the 

performance of the system. A few existing scheduling algorithms can maintain load balancing 

and provide better strategies through efficient job scheduling and resource allocation 

techniques  as well. This paper discusses some of the existing load balancing algorithms in 

cloud computing and also their contests. In order to gain maximum profits with optimized 

dynamic load balancing we propose a new balancing algorithm for smoother distribution and 

efficient utilization of resources. 
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I. INTRODUCTION 

 

A Cloud computing is emerging as a new paradigm of large scale distributed computing. It 

has moved computing and data away from desktop and portable PCs, into large data Centre’s. 

It provides the scalable IT resources such as applications and services, as well as the 

infrastructure on which they operate, over the Internet, on pay-per-use basis to adjust the 

capacity quickly and easily. It helps to accommodate changes in demand and helps any 



 

R. DENIS                    S. JOHN BOSCO                               2P a g e  

 

organization in avoiding the capital costs of software and hardware . Thus, Cloud Computing 

is a framework for enabling a suitable, on-demand network access to a shared pool of 

computing resources (e.g. networks, servers, storage, applications, and services). These 

resources can be provisioned and de-provisioned quickly with minimal management effort or 

service provider interaction. This further helps in promoting availability. Due to the 

exponential growth of cloud computing, it has been widely adopted by the industry and there 

is a rapid expansion in data-center. 

 

II. CHARACTERISTICS OF CLOUD COMPUTING 

 

According to the National Institute of Standards and Technology (NIST), cloud computing 

exhibits several characteristics:  

 

On-demand Self-service- A consumer can unilaterally provision computing capabilities, 

such as server time and network storage, as needed automatically without requiring human 

interaction with each service provider. 

 

Broad Network Access- Capabilities are available over the network and accessed through 

standard mechanisms that promote use by heterogeneous thin or thick client platforms (e.g., 

mobile phones, tablets, laptops, and workstations). 

 

Resource Pooling- The providers computing resources are pooled to serve multiple 

consumers using a multi-tenant model, with different physical and virtual resources 

dynamically assigned and reassigned according to consumer demand. There is a sense of 

location independence in that the customer generally has no control or knowledge over the 

exact location of the provided resources but may be able to specify location at a higher level 

of abstraction (e.g., country, state, or datacenter). Examples of resources include storage, 

processing, memory, and network bandwidth. 

 

Rapid Elasticity-  Capabilities can be elastically provisioned and released, in some cases 

automatically, to scale rapidly outward and inward commensurate with demand. To the 

consumer, the capabilities available for provisioning often appear to be unlimited and can be 

appropriated in any quantity at any time.   

 

Measured Service- Cloud systems automatically control and optimize resource use by 

leveraging a metering capability at some level of abstraction appropriate to the type of service 

(e.g., storage, processing, bandwidth, and active user accounts). Resource usage can be 

monitored, controlled, and reported, providing transparency for both the provider and 

consumer of the utilized service.  
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III. PROBLEM STATEMENT 

 

As cloud computing is in its evolving stage, so there are many problems prevalent in cloud 

computing . Such as:  

 

 Ensuring proper access control (authentication, authorization, and auditing)  

 Network level migration, so that it requires minimum cost and time to move a job 

 To provide proper security to the data in transit and to the data at rest.  

 Data obtainability issues in cloud  

 Data integrity and confidentiality 

 Legal bog and transitive trust issues  

 Data lineage, data provenance and inadvertent disclosure of sensitive information is 

possible. 

 Load balancing 

 

Among the above listed problems Load Balancing is a computer networking method to 

distribute workload across multiple computers or a computer cluster, network links, central 

processing units, disk drives, or other resources, to achieve optimal resource utilization, 

maximize throughput, minimize response time, and avoid overload. Using multiple 

components with load balancing, instead of a single component, may increase reliability 

through redundancy. The load balancing service is usually provided by dedicated software or 

hardware, such as a multilayer switch or a Domain Name System server. Load balancing is 

one of the central issues in cloud computing. 

 

It is a mechanism that distributes the dynamic l workload evenly across all the nodes in the 

whole cloud to avoid a situation where some nodes are heavily loaded while others are idle or 

doing little work. It helps to achieve a high user satisfaction and resource utilization ratio, 

hence improving the overall performance and resource utility of the system. It also ensures 

that every computing resource is distributed efficiently and properly. It further prevents 

bottlenecks of the system which may occur due to load imbalance. When one or more 

components of any service fail, load balancing helps in continuation of the service by 

implementing fair-over, i.e. in provisioning and de-provisioning of instances of applications 

without fail. 

 

3.1 Maneuver/Task of Load Balancer 

 

The goal of load balancing is improving the performance by balancing the load among these 

various resources (network links, central processing units, disk drives.) to achieve optimal 

resource utilization, maximum throughput, maximum response time, and avoiding overload. 

To distribute load on different systems, different load balancing algorithms are used. 
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In order to distribute the necessary tasks, load balancers go through a series of steps. First, the 

load balancer will query the available servers to ensure their availability. The load balancer 

pings a server, and if the expected response occurs, it will be included in the available list. If 

the server fails to respond, it will not be used until another test is performed and it returns 

with the appropriate response. Load balancing software is very flexible in this environment, 

as the administrator can quickly tweak the system to ensure it is checking servers 

appropriately and accurately. 

 

Distributing the load between the active servers can be done in several different ways. The 

load balancer may use a round-robin method, where each server is used in turn. It can also 

use a weighted round robin system, where servers are assigned traffic based on their 

configured capabilities. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

3.2 Load Balancing Approaches 

 

There are different variations of load balancing. Link load balancing, network load balancing 

and server load balancing are among the most common forms. These load balancing forms 

operate on the same basic principle - distributing tasks and processing among servers to 

ensure availability and performance. They are found in both hardware and virtual solutions. 

 

Load balancing configurations can vary between organizations. Some will operate by 

spreading pre-defined groups of users over specified servers. Others, more commonly, will 

split users across servers as they visit the system. The latter approach provides more 

flexibility and more effective load balancing in a dynamic environment, whereas the first 

approach is used more often on intranets.   
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Splitting the users across multiple servers can be accomplished with a load balancing 

hardware solution or a virtual load balancing appliance. If a physical piece of hardware is 

used for load balancing, the load balancer will route users to different local physical servers. 

This is sometimes known as "direct server return", as the information from the servers goes 

directly to users instead of returning through the load balancing device. There are other 

methods of physical load balancing as well - including tunneling and IP address translation.   

 

3.3 Classifications of load balancing 

 

In general, load balancing algorithms follow two major classifications: a) Depending on how 

the services are distributed and how processes are allocated to nodes or servers (the system 

load);b)Depending on the information status of the nodes (System Topology) .In the first case 

it designed as  centralized approach, distributed approach or hybrid approach and  in the 

second case as static approach, dynamic or adaptive approach. 

 

3.4 Selecting a load balancing method 

 

Several different load balancing methods are available to choose from. If you are working 

with servers that differ significantly in processing speed and memory, you might want to use 

a method such as Ratio or Weighted Least Connections. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

3.5 Analysis of load balancing algorithms 

In order to balance the requests of the resources it is important to recognize a few major goals 

of load balancing algorithms:                

 

a) Cost effectiveness: primary aim is to achieve an overall improvement in system 

performance at a reasonable cost. 
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 b) Scalability and flexibility: the distributed system in which the algorithm is implemented 

may change in size or topology. So the algorithm must be scalable and flexible enough to 

allow such changes to be handled easily. 

 

 c) Priority: prioritization of the resources or jobs need to be done on beforehand through the 

algorithm itself for better service to the important or high prioritized jobs in spite of equal 

service provision for all the jobs regardless of their origin.  

Following load balancing algorithms are currently prevalent in clouds:- 

 

Round Robin: In this algorithm the processes are divided between all processors. Each 

process is assigned to the processor in a round robin order. The process allocation order is 

maintained locally independent of the allocations from remote processors. Though the work 

load distributions between processors are equal but the job processing time for different 

processes are not same. So at any point of time some nodes may be heavily loaded and others 

remain idle. This algorithm is mostly used in web servers where http requests are of similar 

nature and distributed equally. 

 

Least Connection Mechanism: Load balancing algorithm can also be based on least 

connection mechanism which is a part of dynamic scheduling algorithm. It needs to count the 

number of connections for each server dynamically to estimate the load. The load balancer 

records the connection number of each server. The number of connection increases when a 

new connection is dispatched to it, and decreases the number when connection finishes or 

timeout happens. 

 

Randomized: Randomized algorithm is of type static in nature. In this algorithm a process 

can be handled by a particular node n with a probability p. The process allocation order is 

maintained for each processor independent of allocation from remote processor. This 

algorithm works well in case of processes are of equal loaded. However, problem arises when 

loads are of different computational complexities. Randomized algorithm does not maintain 

deterministic approach. It works well when Round Robin algorithm generates overhead for 

process queue.                                            

 

Equally Spread Current Execution Algorithm: Equally spread current execution algorithm 

process handle with priorities. it distribute the load randomly by checking the size and 

transfer the load to that virtual machine which is lightly loaded or handle that task easy and 

take less time , and give maximize throughput. It is spread spectrum technique in which the 

load balancer spread the load of the job in hand into multiple virtual machines. 

 

Throttled Load Balancing Algorithm: Throttled algorithm  is completely based on virtual 

machine. In this client first requesting the load balancer to check the right virtual machine 
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which access that load easily and perform the operations which is given by the client or user. 

In this algorithm the client first requests the load balancer to find a suitable Virtual Machine 

to perform the required operation. 

 

A Task Scheduling Algorithm Based on Load Balancing: It is a two-level task scheduling 

mechanism based on load balancing to meet dynamic requirements of users and obtain high 

resource utilization. It achieves load balancing by first mapping tasks to virtual machines and 

then virtual machines to host resources thereby improving the task response time, resource 

utilization and overall performance of the cloud computing environment.  

 

Biased Random Sampling: This algorithm uses a distributed and scalable load balancing 

approach that uses random sampling of the system domain to achieve self-organization thus 

balancing the load across all nodes of the system. Here a virtual graph is constructed, with the 

connectivity of each node (a server is treated as a node) representing the load on the server. 

Each server is symbolized as a node in the graph, with each in degree directed to the free 

resources of the server. The load balancing scheme used here is fully decentralized, thus 

making it apt for large network systems like that in a cloud. The performance is degraded 

with an increase in population diversity.  

 

Min-Min Algorithm: It begins with a set of all unassigned tasks. First of all, minimum 

completion time for all tasks is found. Then among these minimum times the minimum value 

is selected which is the minimum time among all the tasks on any resources. Then according 

to that minimum time, the task is scheduled on the corresponding machine. Then the 

execution time for all other tasks is updated on that machine by adding the execution time of 

the assigned task to the execution times of other tasks on that machine and assigned task is 

removed from the list of the tasks that are to be assigned to the machines. Then again the 

same procedure is followed until all the tasks are assigned on the resources. But this approach 

has a major drawback that it can lead to starvation. 

 

Max-Min Algorithm: Max-Min is almost same as the min-min algorithm except the 

following: after finding out minimum execution times, the maximum value is selected which 

is the maximum time among all the tasks on any resources. Then according to that maximum 

time, the task is scheduled on the corresponding machine. Then the execution time for all 

other tasks is updated on that machine by adding the execution time of the assigned task to 

the execution times of other tasks on that machine and assigned task is removed from the list 

of the tasks that are to be assigned to the machines. 

 

Token Routing: The main objective of the algorithm is to minimize the system cost by 

moving the tokens around the system. But in a scalable cloud system agents cannot have the 

enough information of distributing the work load due to communication bottleneck. So the 

workload distribution among the agents is not fixed. The drawback of the token routing 
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algorithm can be removed with the help of heuristic approach of token based load balancing. 

This algorithm provides the fast and efficient routing decision. In this algorithm agent does 

not need to have an idea of the complete knowledge of their global state and neighbor’s 

working load. To make their decision where to pass the token they actually build their own 

knowledge base. This knowledge base is actually derived from the previously received 

tokens. So in this approach no communication overhead is generated. 

 

IV. PROPOSED ALGORITHMS 

 

1. Efficient Load Balancing Using Least Utilized Server 

 

Load balancing should take place when the load situation has changed. There are some 

particular activities which change the load configuration in Cloud environment. 

 

The activities can be categorized as following:  

 

• Arrival of any new job and queuing of that job to    

   any particular node.  

• Completion of execution of any job.  

• Arrival of any new resource 

 • Withdrawal of any existing resource.  

 

Whenever any of these four activities happens activity is communicated to master node then 

load information is collected and load balancing condition is checked. If load balancing 

condition is fulfilled then actual load balancing activity is performed.  

 

Following is the proposed algorithm for Load Balancing:  

 

Loop                                                           

 wait for load change                                              

// depends on happening of any of four defined activities  if (activity_happens ())   

 If (LoadBalancing_start ())            

 while HeavilyLoaded_list is not empty                   

 Determine tasks which can be migratable using criteria of CPU consumed by   

each job which has least CPU consumption selected for being migrated.                       

 Selected job = j;                      

 If  LightlyLoaded_list is empty                            

 PendingJob_list = PendingJob_list + j;                     

 Else        
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Migrate (LightlyLoaded_list [first], HeavilyLoaded_list[n], j);                                                              

//update the database     

       End while 

End Loop 

 

Following are some functions used in the above algorithm: 

 

Activity_happens (): this function return Boolean value. If any of above defined activity 

occurs it returns true otherwise it returns false.  

 

LoadBalancing_start (): this function also return Boolean value. If on the basis of given 

parameters (CPU utilization and queue length) load balancing will be required it will return 

true else it will return false. This function also updates two lists: HeavilyLoaded_list and 

LightlyLoaded_list  

 

Threshold heavy load and threshold light load is defined initially which depends on the traffic 

of application on the Cloud. 

 

Function: LoadBalancing_start  

 

Return Type: Boolean 

 Start:  

If (Standard Deviation of Load of nodes <  SD_Threshold)        

If (Load of any node is greater then average Load value of nodes) 

 HeavilyLoaded_list= HeavilyLoaded_list + l (new selected node);              

 End if   

 Else (Load of any node is greater then threshold   heavy load value) 

 HeavilyLoaded_list= HeavilyLoaded_list + l (new   

 selected node);  

 Else if (Load of any node is less then threshold    

 light load value) 

 End 

 

Here actual load distribution is performed at a centralized controller or manager node. The 

central controller polls each workstation and collects state information consisting of a node’s 

current load as well as the number of jobs in the node’s queue. The polling is done on basis of 

occurrence of some defined activity. It is not done periodically. Periodic checking approach 

is used in Condor. In case of periodic approach Load Balancer collects Load sample 

periodically which is not required and infect creates an overhead. 
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2. Dynamic  Load Balancing  Using– Hash Method 

 

When a Load balancer is configured to use the hash method, it computes a hash value then 

sends the request to the server.  

 

Hash load balancing is similar to persistence based load balancing, ensuring that connections 

within existing user sessions are consistently routed to the same back-end servers even when 

the list of available servers is modified during the user’s session. 

 

The hash value is computed as follows: 

 

1. The load balancer computes two hash values using:  

a. The back-end server IP Address and Port (X). 

b. One of the incoming URL, Domain name, Destination IP, Source IP, Source & 

Destination IP, Source IP & Source Port, Call ID, Token (Y). 

 

2. The load balancer computes a new hash value (Z) based on (X) and (Y). 

 

3. The hash value (Z) is stored in cache. 

 

The load balancer forwards the request to the server with highest hash value, by using the 

value (Z) from the computed hash values. Subsequent requests with the same hash value 

(cached) are sent to the same server. 

 

The following example shows how a Load Balancer works using the hash method.  

The load balancer delivers the request based on the value of Hash (Z) as follows: 

 

 Server-1 receives the first request. 

 

 If server-1 is down, the hash value is calculated again. 

 

 The load balancer selects the server with the highest hash value, and forwards the 

request. 

http://community.citrix.com/display/cdn/Load+Balancer
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V. CONCLUSION 

 

This paper is based on cloud computing technology which has a very vast potential and is still 

unexplored. The capabilities of cloud computing are endless. Cloud computing provides 

everything to the user as a service which includes platform as a service, application as a 

service, infrastructure as a service. 

 

One of the major issues of cloud computing is load balancing because overloading of a 

system may lead to poor performance which can make the technology unsuccessful. So there 

is always a requirement of efficient load balancing algorithm for efficient utilization of 

resources. Our paper analyzes on the various load balancing algorithms and their applicability 

in cloud computing environment. Then we proposed two algorithms namely the efficient load 

balancing using least utilized server and dynamic load balancing using Hash method to 

improve the performance of the cloud. In future we have planned to work on deploying Load 

Balancing as a Service (LBaaS) model. 
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